Abstract
The use of Head-Related Transfer Functions (HRTFs) in creating 3D sounds is gaining wide acceptance in multimedia applications. This paper presents a new method of modeling HRTFs based on the shape and size of the outer ear. Using signal processing tools, such as Prony’s signal modeling method, an appropriate set of time delays and a resonant frequency were used to approximate the measured Head-Related Impulse Responses (HRIRs). HRIRs represent HRTFs in time domain. Statistical analysis was used to find out empirical equations describing how the reflections and resonances are determined by the shape and size of the pinna features obtained from 3D images of 15 experimental subjects modeled in the project. These equations were used to yield “Model HRTFs” that can create elevation effects.

Listening tests conducted on 10 subjects showed that these model HRTFs were 5% more effective than generic HRTFs in the frontal plane. This model is a simple, yet effective method of creating customizable HRTFs. It reduces the computational and storage demands, while preserving a sufficient number of perceptually relevant spectral cues.
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Introduction
3D sound systems are gaining increasing relevance due to their continuous expansion applications in the entertainment industry, computer gaming, and also in the broader fields of Virtual Reality (VR) and Human-Computer Interaction (HCI). HRTFs are becoming a popular means of recreating binaural sounds because of significant advances in signal processing hardware. Once limited by speed and costs, now digital signal processors are economical and fast.
As the sound waves leave the source, they are reflected and diffracted by the listener’s torso, shoulders, head, and outer ears, before entering the auditory canal. This transformation in sound is captured by the HRTFs and it is unique for every direction around the listener. The HRTFs are also unique to the listener because of wide variations in the shapes and size of head and outer ears.

This implies that the HRTF pairs should be defined individually for the prospective listener, since the physical elements cited as their defining factors (torso, head and outer ears) are clearly individual and must match the localization clues that each individual learns to extract from real world sounds. Currently, some sound spatialization systems will make use of HRTFs that are empirically measured for each prospective user. These “custom” HRTFs are “anthropometrically correct” for each user, but the equipment, facilities and expertise required to obtain these “measured HRTF pairs”, constrain their application to high-end, purpose-specific sound spatialization systems only. The most common alternative is the use of “generic” HRTFs, originally recorded from a manikin shaped according to “average” anthropometric data, expected to be representative of a pool of prospective listeners. While this solution has proved practical and useful for consumer-grade sound spatialization applications, it should be recognized that it is fundamentally limited by its disregard for the individual aspect of the anthropomorphic nature of the signal processing challenge being addressed.

This papers reports on our work to advance an alternative approach to sound spatialization, based on the postulation of anthropometrically-related “structural models” [Brown and Duda, 1998] that will transform a single-channel audio signal into a Left/Right binaural spatialized pair, according to the sound source simulation. Specifically, the work reported here proposes linkages between the parameters of the HRTF model and key anthropometric features of the intended listener, so that the model, and consequently the resulting HRTF’s are easily “customizable” according to a small set of anthropometric measurements.

**Measurement and Implementation of HRTFs**

A speaker is placed at known relative positions with respect to the subject for whom the HRTFs are being determined, and a known, broad-band audio signal is used as excitation. In our laboratory, we use the Ausim3D’s HeadZap HRTF Measurement System [AuSIM, Inc., 2000]. This system measures a 256-point impulse response for both the left and the right ear using a sampling frequency of 96 KHz. Golay codes are used to generate a broad-spectrum stimulus signal delivered through a Bose Acoustimass speaker. The response is measured using miniature blocked meatus microphones placed at the entrance to the ear canal on each side of the head. Under control of the system, the excitation sound is issued and both responses (left and right ear) are captured. Since the Golay code sequences played are meant to represent a broad-band excitation equivalent to an impulse, the sequences captured in each ear are the impulse responses corresponding to the HRTFs. Therefore these responses are called Head-Related Impulse Responses (HRIRs). The system provides these measured HRIRs as a pair of 256-point minimum-phase vectors, and an additional delay value that represents the Interaural Time Difference (ITD), i.e., the additional delay observed before the onset of the response collected from the ear that is farthest from the speaker position. In addition to the longer onset delay of the response from the “far” or “contralateral” ear (with respect to the sound source), this response will typically be smaller in amplitude than the response collected in the “near” or “ipsilateral” ear. The difference in amplitude between HRIRs in a pair is referred to as the Interaural Intensity Difference (IID).

The measurement of HRIRs is carried out in 12 azimuths $\theta = \{0^\circ, 30^\circ, 60^\circ, 90^\circ, 120^\circ, 150^\circ, 180^\circ, -150^\circ, -120^\circ, -90^\circ, -60^\circ, -30^\circ\}$, and 6 elevations $\phi = \{-36^\circ, -18^\circ, 0^\circ, 18^\circ, 36^\circ, 54^\circ\}$. The left (L) and right (R) HRIRs collected for a source location at azimuth $\theta$ and elevation $\phi$ will be symbolized by $h_{L, \theta, \phi}$ and $h_{R, \theta, \phi}$, respectively. The corresponding HRTFs would be $H_{L, \theta, \phi}$ and $H_{R, \theta, \phi}$. The creation of a spatialized binaural sound (left and right channels) involves convolving the single-channel digital sound to be
spatialized, s(n), with the HRIR pair corresponding to the azimuth and elevation of the intended virtual source location:
\[ y_{L,\theta,\phi}(n) = \sum_{k=\infty}^{\infty} h_{L,\theta,\phi}(k) \cdot s(n-k), \quad \text{and} \quad y_{R,\theta,\phi}(n) = \sum_{k=\infty}^{\infty} h_{R,\theta,\phi}(k) \cdot s(n-k) \]  

(1)

**Structural Models**

Structural models of HRTF are based on the premise that each anthropometric feature of the listener affects the HRTF in a way that can be described mathematically. Because such a model has its origin in the physical characteristics of the entities involved in the phenomenon, it should be possible to derive the value of its parameters (for a given source location), from the sizes of those entities, i.e., the anthropometric features of the intended listener. Proper identification of such parameters, and adequate association of their numerical values with the anthropometric features of the intended listener may provide a mechanism to interactively adjust a generic base model to the specific characteristics of an individual. One of the most practical models has been proposed by Brown and Duda [Brown and Duda, 1998]. Their model is illustrated in Figure 1:

![Figure 1: Right Channel half for Brown & Duda’s Structural HRTF Model. The model comprises a symmetric left half (not shown). From [Brown and Duda, 1998]](image)

**Customizable Pinna Model**

The definition and anthropometric characterization of the PINNA MODEL has remained an open question, so far, and it is the objective of our work. Carlile [Carlile, 1996] divides pinna models according to the main phenomenon that they address: Resonating, diffractive and reflective. From these, reflective models have attracted the most attention in the literature.

The intent of our work is to define a functional pinna sub-model that has anthropometric plausibility and then associate its parameters to anthropometric features of the listener’s pinna. Taking into account the information available about the existence of a resonant effect implemented by the ear’s concha [Shaw and Teranishi, 1967], and according to the reflective pinna models discussed previously, we propose that the pinna may, in turn, be modeled as the series connection of an equivalent second-order resonator and a series of characteristic echoes, representing the delayed and attenuated secondary paths taken by the incoming sound, in addition to a “direct path”. A block diagram representation of this model is shown in Figure 2.
According to this model, the impulse input will project the underdamped oscillatory impulse response of the resonator, \( H_r(n) \), as the intermediate output, \( y_r(n) \), which will then be convolved with the impulse response of the block of echoes, \( H_e(n) \), to yield the overall output, \( Y(n) \). Since \( H_e(n) \) is expected to consist only of a few non-zero values, the output sequence can be interpreted as the superposition of several copies of the resonant response, \( y_r(n) \), re-sized and delayed according to the several non-zero values of \( H_e(n) \), as shown in the figure. The re-sizing factors and latencies for each “echo” have been assigned the variable names \( \rho_k \) and \( \tau_k \), where \( k \) is the number of the echo (\( \tau_0 = 0 \)). In turn, the second-order resonant block can be defined by the frequency, \( f \), and damping factor, \( \sigma \), for its impulse response.

Thus, the instantiation of this proposed model will require the identification of \( f \), \( \sigma \), and the several \( \rho \) and \( \tau \) values, to characterize the parameters of the model that successfully approximates an HRIR collected for a given azimuth and elevation, through the \( Y(n) \) provided by the pinna model. The main challenge in this operation is the fact that the several replicas of the damped oscillation are irreversibly mixed together, partially overlapping in time, in the measured HRIR. This problem was addressed by the sequential application of Prony’s modeling algorithm [Osborne and Smyth, 1995] to partial segments of the response. Prony’s method approximates a given signal \( \mu(t) \) as the superposition of \( p \) damped sinusoidals:

\[
\mu(t) = \sum_{j=1}^{p} \rho_j e^{(\sigma_j t)} \sin(2\pi f_j t + \xi_j)
\]  

(2)

**Measurement of Anthropometric Features**

Key anthropometric features of the ears of the 15 experimental subjects in the study (same 15 subjects for whom the HRIRs were empirically measured with the Ausim 3D system) were captured by means of digital photography (including a distance reference), and laser 3-D scanning, using a Polhemus FastScan handheld scanner. Figure 6 shows a sample digital photograph, a sample 3-D reconstruction from a 3-D scanned file, and a schematic drawing identifying some of the key anthropometric features estimated for each of the 30 ears involved in this study. The features measured are: Ear length (\( E_L \)), Ear width (\( E_W \)), Concha width (\( C_W \)), Concha height (\( C_H \)), Helix length (\( H_L \)), Concha area (\( C_A \)), Concha volume (\( C_V \)) and Concha depth (\( C_D \)).

**Association between Model Parameters and Anthropometric Measurements**

Following the procedure described in the two preceding sections two independent sets of data were available for each pinna of each one of the 15 subjects in the study:

**Estimated Model Parameters:**

\( r_{\Phi}, \alpha_{\Phi}, \rho_{\Phi}, \rho_1 \Phi, \tau_1 \Phi, \rho_2 \Phi, \tau_2 \Phi, \rho_3 \Phi \) and \( \tau_3 \Phi \) for \( \Phi = -36^\circ, -18^\circ, 0^\circ, 18^\circ, 36^\circ, \) and \( 54^\circ \)

(Note, here \( r_0 \) and \( \alpha_0 \) are the magnitude and angle of the poles of the resonator, which define the resonator response \( \mu_0(n) \), in terms of its frequency \( f_0 \) and its damping factor \( \sigma_0 \).)

**Figure 2. Block Diagram of the proposed Pinna Model.**
**Measured Anthropometric Features:**
\[E_L, E_W, C_H, C_W, C_A, C_V, C_D \text{ and } H_L\]

Under the assumption that the model parameters depend on the anthropometric features, a general dependency equation may be set, for each model parameter. For example, for the amplitude of the first reflection in the pinna model, \(\rho_0\), at \(\phi = 54^\circ\), the following equation may be set up:

\[
\rho_0 = K_{EL}(E_L) + K_{EW}(E_W) + K_{CH}(C_H) + K_{CW}(C_W) + K_{CA}(C_A) + K_{CV}(C_V) + K_{CD}(C_D) + K_{HL}(H_L) + B
\]  

(3)

Coalescing the data from both ears, at the same elevation, (under the assumption of symmetry), 30 equations like the one above can be set up, for each model parameter, at each elevation. Each group of 30 equations can then be analyzed through multiple regression to estimate the values of the constants (\(K_{EL}, K_{EW}, \ldots K_{HL}, B\)). The multiple regression analysis was carried out using the Statistical Package for the Social Sciences (SPSS).

**Testing the Model and Results**

Using the predictive equations found above, for each subject tested, a Model HRTF was created. Ultimately, the efficiency of the modeled sequences obtained by predicting the model parameters from the anthropometric measurements of the subjects was gauged in listening tests. In these tests, white noise bursts were spatialized using the modeled sequences, \(M(n)\), that had been obtained based on the ear measurements of the subject under test, for the six elevations under study. The order in which these elevations where used for the spatialization was randomized. Each elevation was simulated four times (i.e., there were 24 trials for each side of the head.) In each trial the subject would listen to each spatialized sound and then use a graphic user interface to indicate the perceived elevation. Since the spatialization was performed to emulate six specific locations, the absolute value of the angular difference between the perceived elevation and the emulated one would be considered as the elevation error for the trial. The subjects listened to the original, modeled and generic HRTFs.

Figure 3 illustrates the average angular error (across all 10 subjects) experienced in the perception of the different emulated elevations for Original, Generic (B&K) and Model HRIRs. The global average error (across all subjects and all elevations) with the original HRTFs, was 23.7\(^\circ\). The corresponding global average error with modeled HRIRs was 29.9\(^\circ\). Finally, the global average error when the subjects used the generic HRIRs, collected from the B&K manikin, was 31.4\(^\circ\).

It should be noted, however, that near the horizontal plane (e.g., between \(\phi = -18^\circ\) and \(\phi = 36^\circ\)), the performance of the modeled HRIRs was close to or better than, that of the individually measured HRIRs.

![Figure 3. Localization performance using 3 different types of HRIRs.](image-url)
Conclusions

This paper has presented a proposed functional model of the pinna, to be used as the output block in a structural HRTF model. The definition of the model, containing a second order resonance and non-recursive filter representing a number of “echoes” at varied latencies, was introduced and justified in terms of the sequential Prony deconvolution of the damped oscillatory response of the resonator, from the measured HRIRs of 15 subjects, at 6 different elevations. The listening tests confirmed that the modeled HRIRs obtained from the proposed model helped the volunteers perform better (29.9° average error) than “generic” HRIRs from a manikin (31.4° average error), in localizing broad-band sounds spatialized to 6 different elevations on the frontal plane. However, the performance of the volunteers was better with their own individual (measured) HRIRs (23.7° average error).

Although this study resorted to the sue of a relatively expensive 3-D laser scanner and specialized software to determine some of the anthropometric features of our subjects, which is a prerequisite to the use of the predictive equations developed in this research, it is likely that empirical relationships can be found to obtain these feature values from two-dimensional high-resolution photographs (commonly available) and a few direct physical measurements in the subject.
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