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ABSTRACT

Cloud computing is a new paradigm that improves tiiézation of resources and decreases the power
consumption of hardware. Cloud computing allowsrsi$e have access to resources, software, andnatmn
using any device that has access to the Interhetusers consume these resources and pay onhefoesources
they use. We developed a Cloud Infrastructure Fattdich describes the infrastructure to allow sharing of
distributed virtualized computational resourceshsas servers, storage, and network.
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1. INTRODUCTION

Cloud computing is a new paradigm that improves tiiézation of resources and decreases the power
consumption of hardware. Cloud computing allowsrsise have access to resources, software, andriafan
using any device that has access to the Interhetusers consume these resources and pay onhefoegources
they use.

A cloud model provides three types of services [@atinfrastructure-as-a-Service (laaS), PlatfosraaService
(PaaS), and Software-as-a-Service (SaaS). laaSdpsoprocessing, storage, networks, and other fuadtal
computing resources where the consumer is ableepdod and run arbitrary software, which can include
operating systems and applications. PaaS offetopialayer resources, including operating systeppsrt and
software development frameworks to build, deploy deliver applications into the cloud. SaaS providad-
user applications that are running on a cloud gtftecture. The applications are accessible fronouarclient
devices through a thin client interface such ash tarowser (e.g., web-based email). In this paperdevelop a
Cloud Infrastructure pattern which is describethim following section.

2. CLOUD INFRASTRUCTURE PATTERN

2.1 INTENT

The Cloud Infrastructure Pattern describes theastfucture to allow the sharing of distributed wdltzed
computational resources such as servers, storadeetwork.

2.2 CONTEXT

Distributed systems where we want to improve thkzation of resources and provide convenient agdesall
users.

2.3 PROBLEM
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Some organizations do not have the resources tstnm infrastructure, middleware, or applicatioeeded to
run their businesses. Also, they may not be ableatalle higher demands, or they cannot afford tmtaia and
store unused resources. How can they have accesmfuutational resources?

This problem is affected by the following forces:

» Transparency The underlying architecture should be transpatieits users. Users should be able to use
the provider’s services without understandingrifsastructure.

* Flexibility - Different infrastructure configurations, opengfisystems, and software can be demanded by
users.

» Elasticity - Users should be able to expand or reduce ressuncorder to meet the different needs of
their applications.

» Pay-per-use Users should only pay for the resources thegcome.

* On-demand-service Services should be provided on demand.

* Manageability- In order to manage a large amount of serviceasis, the cloud must be easy to deploy
and manage.

» Accessibility- Users should access resources from anywhere/titne.

» Sharedresources- Many users should be able to share resourcesder to increase the amount of
resource utilization and thus reduce costs.

» Isolation- Different user execution instances should blaied from each other.

» Shared Non-functional requiremen{slFR) — Sharing of the costs for NFRs is necessangllow
providers to offer a higher level of NFRs.

2.4 SOLUTION

The solution to this problem is a structure thatdmposed of many servers, storage, and a netwbikh can be
shared by multiple users and accessible througlntieenet. These resources are provided to thes usea form
of service called Infrastructure-as-a-Service (Jad&aS is based on virtualization technology whabkates
unified resources that can be shared by differppti@ations. This foundation layer — laaS — canubed as a
reference for non-functional requirements.

Structure

Figure 1 shows a class diagram for a cloud infuastire. The Cloud Controller is the main componehich
processes requests from Users (customers and athaiors). A User can have one or more Accounts.Qloud
Controller coordinates a collection of serviceshsas VM scheduling, authentication, VM monitoringda
management. When a Cloud Controller receives aestqfrom the user to create a VM, it requests its
corresponding Cluster Controllers to provide a tiseéir free resources. With this information, théou@
Controller can choose which cluster will host tegquested virtual machine. A Cluster Controllerasmposed of

a collection of Node Controllers, which consistaopool of Servers that host Virtual Machine (VM$teances.
The Cluster Controller handles the state infornmatibits Node Controllers, and schedules incomemuests to
run instances. A Node Controller controls the ekeay monitoring, and termination of the VMs thrdug
Virtual Machine Monitor (VMM) which is the one respsible to run VM instances. The Cloud Controller
retrieves and stores user data and Virtual Machimeges (VMI). The Virtual Machine Image Repository
contains a collection of Virtual Machine Images ttlzme used to instantiate a VM. The Dynamic Host
Configuration Protocol (DHCP) server assigns a MRGMedia Access Control/Internet Protocol) paidieds
for each VM through the Cloud Controller, and rextaethe Domain Name System (DNS) server to tramslat
domain names into IP addresses in order to lodatrl cesources.
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Figure 1: Class Diagram for a Cloud Infrastructure
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Some use cases are the following [Nis]:
» Openl/close an account (actor: user)
» Copy data objects into/out a cloud (actor: admiatst)
» Erase data objects in a cloud (actor: administyator
» Store/Remove VM images (actor: administrator, user)
* Create a VM (actor: user)
* Migrate a VM (actor: administrator, user)

We show two UCs below:

UC1: Create a Virtual Machinérigure 2)

Summary: Create of a Virtual Machine for a usesj@sto it requested resources and assign it &ees
Actor: User

Precondition: The user has a valid account

Description:
a) A user requests a VM with some computationaluess to the Cloud Controller.
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b) The Cloud Controller verifies whether the redeebkas a valid account.

c) The Cloud Controller requests the available ueses to the Cluster Controllers closer to the tiooaof
the user. In turn, the Cluster Controller querissNiode Controllers about their available resourtethe
sequence diagram, there is only one Cluster Cdetrahd one Node Controller in order to maintaia th
diagram simple, but there can be more Clusterd\aat Controllers.

d) The Node Controller sends the list of its aud#aresources to the Cluster Controller, and thesitel
Controller sends it back to the Cloud Controller.

e) The Cloud Controller chooses the first Clustent@ller that can support the computational resesir
requirements.

f) The Cloud Controller requests a MAC/IP pair adr from the DHCP server for the new VM.

g) The Cloud Controller retrieves a virtual machimage from the repository (VMI)

h) The Cloud Controller sends a request to thet@uSontroller to instantiate a VM.

i) The Cluster Controller forwards the requesth® Node Controller which forwards it to the VMM.

i) The VMM creates a VM with the requested resosirce

k) The VMM assigns the VM to one of the servers.

Postcondition: A virtual machine is created andgaes] to an account and a server

Figure 2: Sequence Diagram for Use Case Createa Virtual Machine
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UC2 Migrate aVirtual Machine (Figure 3)

The administrator can migrate a VM to a specifiadBl&ontroller that can be located in the same ardifferent
Cluster Controller. Even the administrator can miigra VM to a specific location or to the first edtiat has the
available resources. For this use case, we asdumhehe administrator will move a VM to the firstadlable
Node Controller within the same Cluster Controller.
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Summary: A VM is migrated from one Node Controliemanother one
Actor: Administrator
Precondition: a VM resides in some Node Contrdl@mpute Node Source)

Description:
a) The Administrator requests to the Cloud Corgrdid migrate a VM. However, the migration proceas

be automatic due to load balancing for example.

b) The Cloud Controller requests to the Clustert@dier a list of its available resources, and @laster
Controller requests its corresponding Node Cordrslabout the list of their free resources. Theisece
diagram only shows one Cluster Controller and oade\NController in order to simplify the process.

c) The Cloud Controller chooses the first Node tias the necessary resources to host the VM.

d) The Cloud Controller sends a request to thet@iu@ontroller to start the migration of the VM.

e) The Cluster Controller requests the Node Cdetr8ource to stop the VM. The Node Controller $eur
forwards this request to the VMM Source.

f) The VMM Source stops the VM, copies the contgfithe VM, and sends the content back to the Qluste
Controller through the Node Controller.

g) The Cluster Controller requests to the Node f@dlat Destination to create a VM.

h) The Node Controller Destination requests the VMbstination to create a VM.

i) The VMM Destination creates a VM.

Postcondition: The VM has migrated to another host

Figure 3: Sequence Diagram for Use Case Migratea Virtual Machine
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2.5 IMPLEMENTATION

In Eucalyptus [Euc], the cloud setup consistswé tomponents. The two higher level componentstheeCloud
Controller and Walrus. The Cloud Controller isaval program that offers EC2-compatible SOAP and web
interfaces. Walrus is a data storage where usarssttae and access virtual machine images and dagdr.
Walrus can be accessed through S3-compatible S@QAREST interfaces.

Cluster Controller and Node Controllers are depiogie web services, and communications between thiess
place over SOAP with WS-Security [Has09].

Typically, the two higher level components can lepldyed in a single physical machine. However, Giheud
Controller and Cluster Controller can also be raracseparate physical machine in order to imprbeeoverall
performance of the system.

A typical configuration includess [Ubul:
e 1 Cloud Controller (CPU-1GHz, Memory-512MB, Diské&®tpm IDE, Disk space-40GB)
* 1 Walrus Controller (CPU-1GHz, Memory-512MB, Disk&®rpm IDE, Disk space-40GB)
* 1 Cluster Controller + Storage Controller (CPU-1GMzmory-512MB, Disk-5400rpm IDE, Disk space-
40GB)
* Nodes (VT extensions, Memory-1GB, Disk-5400rpm IDisk space-40GB)

2.6 KNOWN Uses
» Eucalyptus [Euc] is an open source framework usetiybrid and private cloud computing.
» OpenNebula [Ope] is an open source toolkit to belitdids.
* Nimbus [Nim] is an open source set of tools th&nsflaaS capabilities to the scientific community.
 Amazon’s EC2 [Ama] provides compute capacity thowgiv services.
* HP Cloud Services [Hp] is a public cloud solutibattprovides scalable virtual servers on demand.
* IBM SmartCloud Foundation [Ibm] offers servers ragge and virtualization components in order toduil
private, public and hybrid clouds.

2.7 CONSEQUENCES

The Cloud Infrastructure Pattern provides the foifeg benefits:

» Transparency- Cloud users are usually not aware where theiwalimachines are running or where their
data is stored. However, in some cases users gaesea general location zone for virtual machiores
data.

» Flexibility - Cloud users can request different types of cdatmnal and storage resources. For instance,
Amazon’s EC2 [Ama] provides a variety of instangeets and operating systems.

» Elasticity - Resources provided to users can b&dagp or down depending on their needs. Multiple
virtual machines can be initiated and stopped deoto handle increased or decreased workloads.

» Pay-per-Use- Cloud users can save on hardware investmentubecthey do not need to purchase more
servers. They just need to pay for the servicesttiey use. Cloud services are usually chargedyusin
fee-for-service billing model [Cent10]. For instanasers pay for the storage, bandwidth or comgutin
resources they consume per month.

* On-demand-services laaS providers deliver computational resoursemage and network as services
with one click.

* Manageability - Users place their requests to the cloud admaimt who allocates, migrates, and
monitors VMs.

» Accessibility- Cloud services are delivered using user-cemtigrfaces via the Internet from anywhere
and anytime.

e Shared resources Virtualization enables to share a pool of researsuch as processing capacity,
storage, and networks. Thus, higher utilizatioe &n be reached [Amr].
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» Isolation— A VMM provides strong isolation between diffetetirtual machines, whose guest operating
systems are then protected from one another [Kar08]

» Shared Non-functional requiremen(BlFRs) — Some laaS providers offer security fezgusuch as
authentication and authorization to customers ¢hatbe added as part of the service. Sharing aklogvs
provider to offer a higher degree of NFRs at aorable cost.

The Cloud Infrastructure Pattern has the followliabilities:
* Cloud computing is dependent on network connectidbile using cloud services, users must be
connected to the Internet, although a limited amaofiwork can be done offline.
» The Cloud may bring security risks associated teapy and confidentiality areas since the usersato
have the control of the underlying infrastructure.
* The isolation between VMs may not be so strong [I2ak
* Virtualization increases some performance overhead.

2.8 RELATED PATTERNS

* The Virtual Machine Operating System [Fer05] ddssithe VMM and its created VMs from the point
of view of an OS architecture.

* The Grid Architectural Pattern [Cam06] allows théasng of distributed and heterogeneous
computational resources such as CPU, memory, akdstbrage for a grid environment.

* Misuse patterns [Has12a] describe possible attac&®ud infrastructures.

* The Platform-as-a-Service (PaaS) pattern [Has1@btribes development platforms that provide virtual
environments for developing applications in theudlo
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