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ABSTRACT 
The notion of cloud computing has evolved as an innovative computing platform, but a close examination of the 
paradigm, reveals it is a collection of oof the shelf components loosely connected together. Cloud computing 
infrastructures offers unique security challenges, with respect to ensuring that user data, and software, beyond the 
user’s reach is secured, using highly reliable and available services. The infrastructure layer is the basis for all 
cloud computing enviroments and most users do not have access to it. Virtual machines infrastrucutre enable the 
propagation of vunerabilities, resulting in difficulties for exiting intrusion detection and prevent system (IDPS) 
detecting and defending against intruders. This paper outlines efforts to enhance IDPS within the hypervisor to 
detect multi-stage intrusion attacks within infrastructure-oriented cloud systems. This paper outlines preliminary 
work in contructing and testing a cloud ecosystem. 

Keywords: Infrastructure as a service (IaaS) clouds, multi-stage intrusion attacks (MAS), Intrusion Detection and 
Prevention Systems (IDPS), Virtual Machines (VM). 

1. INTRODUCTION 
Cloud computing infrastructure networks have joined a large amount of essential resources like food, water, 
transportation, energy and many others. Cloud computing infrastructure are the natural resources which house and 
analyze big data in all sectors of society. These new infrastructure systems have new and unique security 
challenges, particulary security threats and vulnerabilities in the domain of intrusions. Therefore, the contribution 
of this project is the enhancement of detection, prevention mechanism for multi-stage intrusion attacks (MAS) in 
cloud computing environments perticulary focused on the domain of infrastructure-oriented public cloud systems, 
which are defined as infrastructure as a service enviroments. Currently intrusion detection and prevention system 
(IDPS) technologies employed in public clouds are not effective in predicting future attacks mechanisms 
implemented against the infrastructure, particulary by the hypervisor [3-5]. IDPSs have several limitations in 
cloud computing infrastructure systems such as performance, flexibility, and scalability [6-7]. The ability of an 
attacker to remotely exploit vulnerabilities in these systems and applications is a significant threat to virtualized 
machines and once an attacker compromises one element of a virtual machine other elements may also be 
compromised if virtualization-aware security is not implemented [8]. For example, an attacker can compromise a 
guest VM, which then pass the malicious code to other VMs on the same host. As result, VMs located on system 
increase the attack surface, risk of VM-to-VM attacks as well as, VM-to hypervisor [9-10]. Currently IDPS 
inference engines are inadequate to detect such malicious activity at the VM level [11-13]. 
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2. BACKGROUND 
Cloud Computing has many different models the most commonly known abstractions; Infrastructure as a Service 
(IaaS) is the lowest layer and it provides basic infrastructure support service, Platform as a Service (PaaS) is the 
environment for hosting user's application and the Software as a Service (SaaS) is the top layer which features a 
complete application offered as service on demand. Privacy and security is the key for success of any new 
technology. Cloud Computing as a new technology has some breaches compared with hard disks, hard drives, 
computers, usb keys and others. Many government institutions are migrating to cloud infrastructures, but concerns 
are rising due to the idea of sharing delicate information, which can expose private data and put a country at risk. 

 

Figure 1: Cloud Architecture 

3. LITERATURE REVIEW 
In 2009, Kleber et al [14] proposed one of the first approaches for IDPS services in the cloud, as a middleware 
layer service which provided audit services which typical host based intrusion detection systems (HIDPS) and 
network based intrusion detection systems (NIDPS) were unable to detect. The node contains resources that are 
accessible through the middleware, which defines access- control policies. The service facilitated communication 
through the infrastructure. An event auditor monitored and captured the network data, as well as, analyzed which 
rules/policies were broken. The storage held behavior- based models (comparison of recent user actions to usual 
behavior) and knowledge-based models (known trails of previous attacks). The audited data was then sent to the 
IDPS service core, which analyzed the data and alarmed if an intrusion is detected. The approach differed from 
our approach in that it lacked one important element, reporting procedures to cloud users. In addition, the cloud 
clients could not customize protection procedures of the IDPS, unlike our approach. 

Dastjerdi et al [15] implemented an applied agent-based approach to IDPSs within large scale computing 
environments. The approach basically worked by sending investigative task-specific mobile agent to every virtual 
host that generated similar alerts. The mobile agents could then be used to verify attacks and later assist in 
banning the compromised virtual machines and separating them from the network. The approach offered little 
customization of services, was not fully scalable to large complex infrastructures with multiple domains, similar 
to modern cloud infrastructures unlike our plan recognition-oriented IDPS. Bakshi et al [16] focused on protecting 
a cloud infrastructure from the common attack implemented against such infrastructures, that of distributed denial 
of service (DDoS) attacks. The approach used an installed intrusion detection system on a virtual switch and when 



 

                                                                                   
12th Latin American and Caribbean Conference for Engineering and Technology 

Guayaquil, Ecuador                                                                                                July 22-24, 2014 
3 

a DDoS attack was detected, the attacking network is blocked. The victim server is then transferred to another 
virtual server. In addition, the client is then blocked and other users are redirected to new virtual servers. The 
approach was also, not scalable to large complex infrastructures which exist today. Mazzariello et al [17] 
developed an approach for detecting denial of service(DoS) attacks within cloud infrastructures, against session 
initiation protocol (SIP). The approach was only deployed within small-scale systems and was limited to detecting 
o only SIP flooding attacks. The approaches were insufficient in addressing VM level attacks. 

4. ADVERSARY MODEL 
The project consist of a multi-cloud data center (Vulcan) which contains Eucalyptus, OpenStack and other cloud 
systems. VMware enabled platform virtualization allowing us to have multiple clouds on one datacenter cloud 
machine using a unique IP address and associated services. Our project consists of an intruder implementing 
multiple attacks against a single or multiple nodes within a large-scale cloud infrastructure system, where the 
majority of a user’s data is stored within a cloud infrastructure. The user is unaware of the precise location of their 
data, but is only aware of the access control mechanism necessary to access the data (i.e. username/password). 
Each cloud system is unique with its own hypervisor, its own Xen, its own operating system and its own 
configuration. The project used different software like Inundator, Tor, Snort. Inundator is an anonymous intrusion 
detection false positives generator with ability to aim multiple targets by detecting the open ports in a network. 
Tor is software designed and developed by the U.S. Navy, is free software and open network that helps users 
defend against traffic analysis. Snort is the most famous and used open source network intrusion prevention and 
detection system, analyzes data flow and network traffic in real time. 
 
The goal of this project was to implement an intrusion detection solution, augmented with plan recognition within 
a cloud infrastructure. This approach can provide to public cloud infrastructures a well-structured, well-organized 
security system capable of deployment on exiting public cloud computing infrastructures. 
The intrusion detection approach was enhanced with the inclusion of intrusion prevention systems (i.e. plan 
recognition), which is a relatively new approach to defense networking systems, which combine the techniques of 
a firewall with that of a intrusion detection system, with proactive techniques[1]. These techniques prevent an 
attacker from entering the network by examining various data record and detection demeanor of a pattern 
recognition sensor, when an attack is identified, the intrusion prevention system blocks and logs the offending 
data [2-3]. 
 

 
Figure 2: Eucalyptus Testbed 

4.1 Cloud Infrastructure 



 

                                                                                   
12th Latin American and Caribbean Conference for Engineering and Technology 

Guayaquil, Ecuador                                                                                                July 22-24, 2014 
4 

Our cloud infrastructure architecture is designed around a three-tier hierarchy. The architecture is composed of a 
bottom tier, which is the node controller (NC), which is responsible for managing each virtual machine running 
on the physical machine. The second tier contains the cluster controller (CC). The cluster controller manages a set 
of node controllers residing on the same physical subnet. The final tier will be occupied by the cloud manger 
(CM), which manages all of the cluster controllers, and implements resource scheduling. The cloud entry point 
will be the cloud manager on the entire ecosystem. Our cloud system utilizes Xen virtualization technology. Xen 
because its hypervisor allows several guest operating systems to be executed on the same computer hardware 
concurrently. Thereby, allowing the partitioning of a single physical machine into multiple virtual machines to 
provide server consolidation and utility computing [26]. The proposed new IDPSs will be deployed within Xen 
hypervisor[27-41]. 

The ecosystem can be implemented in managed mode, with functionality similar to Amazon EC2 or Windows 
Azure. This allows us to implementing instances of subnetwork isolation within the system. These instances allow 
creating security groups, which means each user in the cloud is bound to at least one security group, similar to 
actual existing cloud ecosystems. In addition, users can be granted access to external networks, based on security 
groups controlled by the cluster controller and cloud manager. The cluster controller provide both dynamic host 
configuration protocol (DHCP), NA T services, the NA T provides services like elastic internet protocol (IP), 
which provides the means for rule configuration on the virtual network interface cards (NIC), on each virtual 
network/machine. Each virtual machine will be named using a scheme in which Dom0-DomN, represents the 
associated domains within the Xen environment. Figure 2 presents a graphical representation of the ecosystems in 
which a pair of virtual machines have been created, one virtual machine is within the domain of Dom0, the other 
two reside outside of the Dom0 domain [17]. 

 

Figure 3: Cloud Ecosystem 

5. MEASURING EFFECTIVENESS 
There are several existing metrics that measure different aspects of IDPS, but no single metric seems sufficient to 
objectively measure the capability of IDPS in a cloud environment. The most commonly used metrics are based 
on true positive rate (TP, i.e., the probability that the IDPS outputs an alarm when there is an intrusion) and false 
positive rate (FP, i.e., the probability that the IDPS outputs an alarm when no intrusion occurs) [42]. 
Alternatively, one can use false negative (FN) rate FN = 1 - TP and true negative (TN) rate TN =1- FP. When we 
fine-tune an IDPS (particularly focused on MAS attacks), for example, by setting the threshold of a deviation 
from a normal profile there may be different TP and FP values associated with different IDPS operation points 
(e.g., each with a different threshold). Therefore, our approach starts with attack graphs, which are a popular 
representation for multi-stage attacks [43, 44]. These attack graphs are graphical representation of the different 
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ways multi-stage attacks can be launched against system. The nodes of these graphs depict successful 
intermediate attack goals with the end nodes representing the ultimate goal of an attack. The edges represent the 
relation that one attack goal is a stepping-stone to another goal and will thus have to be achieved before another. 
The nodes can be represented at different levels of abstraction, thus the attack graph representation can bypass the 
criticism that detailed attack methods and steps will need to be known a priori to be represented (which is almost 
never the case for reasonably complex systems). In our approach we will launched numerous types of denial of 
service attacks (DoS) and distributed denial of service (DDoS) against elements of the system. The attacks were 
implemented with an attack evasion tool such as inundator [45, 46], which generates an overwhelming number of 
FP alerts while other attacks can be performed (i.e. multi-stage attacks). The intrusion evasion minimize the 
possibility of detection. Also, since inundator is multithreaded, queue-driven and multiple virtual machines can be 
targeted at any given time. One of inundator’s strengths, is its ability to read and parse snort rules, generate 
packets or traffic based on each rule. One of the keys to success for an IDPS is its configuration on the target 
machine, a good configuration will determine if our false attacks are detected or not, and multi-stage attacks. 
Attacks are sent anonymously via proxies using Tor [47], which is a proxy service, which will bounce our data 
packets around a distributed network of relays around the world, thereby, simulating actual attacks. 

Table 1: Precision and Recall Parameters 

 

6. METHODOLOGY 
Our early preliminary work examined two scenarios (1) IDPS close to the cloud controllers in the servers and (2) 
network IDPSs close to each of the physical machines. In the first scenario an IDPS is installed close to the cloud 
controllers, allowing them to sniff and analyze all traffic flowing within the cloud. Accordingly, all traffic is 
visible and the corresponding security groups become indistinguishable. In the second scenario an IDPS is 
installed close to each physical server, since each physical cloud node can potentially host numerous virtual hosts, 
associated with different security groups. The IDPS will have to perform security group tag removal before being 
able to correctly analyze each packet. The correct number, accuracy, and location of the detectors can provide an 
advantage to the systems owner when deploying an IDPS in cloud computing IaaS. Therefore, we concentrate on 
the precision and recall. Precision is the fraction of true positives determined among all attacks flagged by the 
IDPS. Recall is the fraction of true positives determined among all real positives in the cloud. The notions of true 
positive, false positive, etc. are shown in table 1. In addition we will plot the receiver operating characteristic 
(ROC), which is a traditional method for characterizing detector performance. It is a plot of the true positive 
against the false positive[48, 49]. 

7. CONCLUSIONS 
The preliminary work described is the first step in addressing the immense unmet need for security improvements 
at the hypervisor-level of could computing systems. Also, the cloud ecosystem will enable us and other 
researchers to evaluate the trade-offs between computational overhead and granularity of analysis in terms of 
detection capabilities, percentage of total traffic analyzed, and cpu and memory consumption, as well as packet 
loss. The testbed when completed will be able to deploy multiple instances of IDPSs within the cloud ecosystem, 
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allowing us and other researchers to obtain multiple security observation points. In addition, the ecosystem, will 
provide us and other researchers with a frontend system, which operates as a NAT and traverses all traffic flows 
within a cloud. Therefore, the installed IDPSs will enable us to see all traffic within the virtual hosts on the cloud. 
Consequently, the testbed will provide numerous researchers with a quantitatively significant amount of data, on 
best configurations to reduce the load on each IDPS, thus reducing the possibility of packet loss. This will enable 
researchers to experiment with the effect of the threshold that is used in converting the conditional probability of 
an attack step into a binary determination. This will correspond to the practical situation that an IaaS cloud 
administrator has to make a binary decision based on the result of a probabilistic framework. In addition, the 
testbed will allow, researchers experiment with Bayesian network as perturbed by introducing variances of 
different magnitudes. This corresponds to the practical situation that the IaaS cloud administrator cannot 
accurately gauge the level of difficulty for the adversary to achieve attack goals. The impact of the imperfect 
knowledge can be studied through a ROC curve. 

8. RESULTS AND DISCUSSION  
Anomaly detection is an important aspect of any security mechanism. An ad hoc network consists of a number of 
peer mobile nodes that are capable of communicating with each other without a priori fixed infrastructure. 
However, arbitrary node movements and lack of centralized control make ad hoc networks vulnerable to a wide 
variety of attacks from inside as well as from outside. It is very difficult to narrow down a single node which has 
been attacked in a large ad hoc network. Therefore, providing effective security protection is important to ensure 
the continued viability of these networks in a variety of pursuits. In general, two complementary approaches exist 
to protect a system: prevention and detection. Intrusion prevention techniques, such as encryption and 
authentication, attempt to deter and block attackers. Unfortunately, prevention techniques can only reduce 
intrusions, not completely eliminate them. In future work, we hope use anomaly detection techniques based on 
Belief Networks (BNs) to identify abnormal behavior of a target feature, such as energy consumption or response 
time, in a computer system. Extensive simulation are planned to demonstrate that a centralized anomaly detection 
algorithm achieves low false alarm rates, below 5%, and high detection rates, greater than 95%. These 
experiments are conducted in small network environment. We will leverage this work to scale it to fit in a massive 
and complex computer network. 
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