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Abstract

A current research challenge consists of providiiggy quality real-time multimedia services to a @b
user over packet-switched wireless networks, ima-varying interference-limited wireless chanfdie
new H.264/AVC digital video compression standaroinbined with the RTP/UDP/IP protocol stack,
render possible the efficient transport of videovises over WCDMA wireless networks. This paper
reviews the mechanisms which make possible streami264/AVC video over WCDMA wireless
networks, using RTP/UDP/IP as the protocol stackpdrticular, it describes the packetization scleeme
and control mechanisms, and compares different ematrol schemes to obtain an aceptable end-to-end
QoS. These components of a packet-switched strgaseirvice are integrated into a software simulation
model which is used to evaluate and predict theterehd H.264/AVC video quality in a next-generatio
WCDMA wireless network.

The results indicate that the RLC-ACK scheme, onDM®& networks, can be flexibly configured to
allow a trade-off between the required reliabilapd maximum delay allowed in the RLC layer.
Moreover, the simulations show that the H.264/AMigi@c provides a suitable video stream adapted to
packet-switched format for wireless transmissiame paper is structured as follows. First, it pregcn
overview of the packet-switched video streamingigraission over the wireless channel. Second, the
WCDMA system reference model and its counterpardeterd software are described. Third, the
H.264/AVC software architecture functionality argk tWCDMA link layer model are detailed. Finally,
representative results, performance evaluationcandlusions are presented.

Keywords
WCDMA, H.264/AVC, RTP/UDP/IP, RLC.

1.- Introduction

The main objective of video compression algorithmgo achieve high compression ratios with good
guality of video presentation. In practice, thisascomplished by exploiting temporal, spatial, and
statistical redundancy in video sequences. A relestiategy, for example is adopted in the H.264TAV
standard [1]. It is known that there is a tradetofthis process between the fidelity of the appr@tion

to the original image and the number of bits resglito represent that image (coding distortiensus
data rate). Compression performance can then baeated by considering the rate required to ach&ve



specific quality level. Thus, compression technitieat exploit spatial and temporal redundancy will
result in different rates for different frames atg@en quality level. This means that the degree of
redundancy and the rate for a given distortion fhagtuate widely from scene to scene; that is, ssen
with high motion content will require more bits thatationary ones. This variable bit rate transdittia
the wireless medium is performed usually in paclketd circuit switched formats. Evaluating the
performance of such video streaming transmissioes packet-switched networks is the motivation of
this study and relevant simulations form the saofhe underlying research.

Efficient digital compression of video signals sushthat obtained via the H.264/AVC standard [thvel

new wireless multimedia applications. Represergatexamples include the implementation of
conversational video and video streaming. The mepd compression is to achieve data rate reduction
and efficient channel bandwidth utilization so @$ower the transmission cost. Packet video stregisi
becoming a main issue in these multimedia appticatbecause of the inherent variability of therfea
rate. In addition, end-to-end delay, network cotigas and transmission losses are other issues that
hamper the delivery of high quality of service (Qafplications to end-users.
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Figure 1: System Reference Model

Historically, Second Generation (2G) wireless aystevere primarily targeted at the transmission of
speech; and even though they can support exteasetemobility and coverage, they provide however
only a limited bandwidth on the order of 10 Kbps awerage [2]. Clearly, these bandwidths are
inadequate for the transmission of multimedia agapibns like high bandwidth video. In contrast, rahi

Generation (3G) cellular systems such as IMT-208¢ehbeen conceived for the delivery of multimedia
services and applications [4]. Such 3G systemsbased mainly on Code Division Multiple Access
(CDMA) and are able to support applications witlvaaiety of rate requirements. Wideband CDMA



(3GPP) and cdma2000 (3GPP2) are the main 3G celititndards that offer multimedia services.
Pertinent to 3G systems, the main improvements @@isystems are more capacity, greatrerage
area, and a high degree of services. In additiGhsystems provide larger bandwidths and adaptitee ra
transmission to deliver video to mobile users [3].

It is known that the uncompressed video signaliregthigher bandwidth for its transmission. Thislevi
bandwidth requirement makes transmission diffiayer a wireless channel for a user in an outdoor
environment because of the limited channel capa€ingrefore, video compression techniques, such as
the H.264/AVC standard, are adopted to make suddoviransmissions feasible over interference-lignite
wireless channels.

The H.264/AVC [1] codec is a new standard for vigeonpression and a same code implementation is
available in the public domain [6]. This codec @hed WCDMA link layer models have been configured
under diverse evaluation scenarios and simulatesults obtained are presented in this paper. The
simulation of the WCDMA system corresponds to thk layer as per the 3GPP specification [7] [8]][11
indicated for the transport of packet-switched dafae wireless system reference model under
consideration refers to the WCDMA illustrated irgliie 1 and its corresponding software simulation
model is presented in Figure 2.

The main objective of this study is to evaluate &mel-to-end transmissions of PDU-frames, average
delay, and QoS over a WCDMA (RNC transmitter to RMNCeiver/end-user) system. The system is
evaluated with special emphasis on the RLC lay®) functions, which provide additional tools for
correcting errors that were not recovered by ther @orrection schemes at the physical layer. Thahe
link-layer increases the channel reliability based ARQ recovery mechanism by reducing the FER.
Also, evaluated via the present model is the trarisgf end-to-end packet-video streaming in a davinl
scenario. Simulations are done to ascertain thewolg: Minimum end-to-end QoS characteristics dor
maximum BER and PLR (based on the application tggee transmitted), ARQ scheme implementation,
and average delay.

In an ARQ scheme implementation, the receiver askedges (ACK) the correct data frame sequence
and signals a negative acknowledgement (NACK) wdremneous frames and/or lost frames are received.
The NACK messages are fed back to the transmitémdicate retransmission of the respective frame;
and, it will be sent back until the frame is reesgivsuccessfully based on a limited number of frames
retransmissions and a predefined (acceptable) ddlag expected arrival time of a frame at the ikeze

is typically more than a round trip delay time amdly after this time a NACK is triggered (Figure 2)

2. - System Reference Model

The system reference model is composed of a hogrsand a WCDMA network system as shown in
Figure 1. The server can be located within the ¥itve or can be part of the wireless network. Prdge

the server is assumed to be the part of the WCDM#eless system and the protocols of the
interconnection to the core network at the physiagérs are assumed specific sub-network protocols.
Since the objective of the research is confinethéoupper layers, such protocols are not revieverd.h
As such, the main functions of the server in tlasecare the compression of raw video data into4.26
video streams, RTP/UDP/IP packetization, and trassion of packets to the wireless network.

The main functions of the core network include:@itey the incoming data from the wire-line network
into the wireless environment protocol and transigr this data to the appropriate radio network
controller (RNC) unit and to the base station (nBj)leThe RNC controls the communication link status
and performs erroneous frames retransmissions mgi the higher layers either at the transmitteato
the receiver. The ARQ schemes configured hereasiedlly part of the RNC functions at the transenitt



and receiver sides where the corresponding nodbaBe(station) functionalities are seen as an agent
providing data frames to the RNC.

The node B does the physical layer process tratisgdn error robust RF signal to the wireless clehn
as well as providing robust signal detection at tbeeiver side. In this model, the physical layer i
considered as an agent introducing errors to #resinitted frames. Thus, the link layer gets divéise
error rates patterns added to the bit stream. dieroto make feasible the support of next-generation
services such as video streaming, the UMTS-WCDMgtey is considered. It supports video streaming
and a wide range of additional applications.
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Figure 2: Simulation Model

Since the main interest here is the wireless cHamrireere its main components are located in theidrad
Network Control and Node B), the core network isumsed for modeling purposes as a component not
affecting end-to-end transmission quality. Thudutsctionalities are not included in the softwaredal.

The interconnections to/from the core network tthbihe server and RNC/Node B are assumed to be
through fiber optic, offering enough bandwidth, iaog congestion delay, and introducing no errors,
thus emulating an error-free channel for packetstngissions.

In short the current modeling and simulation enunent refers to a video source plus a H.264/AVC
video encoder (that reside in a host server) amsimgplified WCDMA link-layer. Compression,
packetization, and transmission of packets arenasduo be done by the host server. In the WCDMA
wireless domain, the functionalities of the RNCklilevel are characterized, mainly for the MAC and
RLC protocols at the transmitter and receiver siidéined by the 3GPP [8]-[10].



3.- H.264/AVC Ar chitecture Functionality

H.264/AVC consist of two conceptual layers: (i) ¥aCoding Layer (VCL), which is the lower coding
layer defining a specific compression quality fts efficient video representation, and (ii) Network
Adaptation Layer (NAL), which translates the congsed sequence of bits provided by the VCL layer
into a format suitable for a specific network dehy or storage medium. This representation camlaze i
packet format to be transported over RTP/UDP/IRYFE 3) by any kind of real-time wired or wireless
networks or in a byte stream format to be delivecedny circuit-switched network. VCL and NAL are
media aware; that is, they may know the propedias$ constraints of the underlying networks, such as
the prevailing or expected packet loss rate, Marimiuransfer Unit (MTU) size, and transmission delay
jitter. The VCL exploits this knowledge when it aslis error resilience features, such as intra macro
blocks rate and coded slice size.

A coded video sequence in H.264 consists of a seguef coded pictures. A coded picture can reptesen
either an entire frame or a single field. Generadlyvideo frame can be considered to contain two
interleaved fields, a top field and a bottom fieddpicture may be split into one or several slicglices

are a sequence of macro-blocks which are procegseetally in scan order. Slices are self-contaarad
can be decoded without the use of data from ofie@yss Each slice can be coded using differentragpdi
types such as (a) the “I slice” which is codedngsintra-prediction; (b) the “P slice” using inter-
prediction with at most one motion compensated iptieth signal per prediction block; (c) the “B st
using inter-prediction with at most two motion camgated prediction signals per prediction block; (d
“SP slice” where the P slice can be switched betwferent pre-coded pictures; and (e) the “Stesli
where the | slice is switched in this case. Dethitdormation on the H.264/AVC standard is giverlip
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The H.264 source code is written in C and is abédlén the public domain [6]. The input and outpéit
the source code are in the file format. The uncesged video is the input to the encoder in a réew fi
YUV format (4:2:0), Y for luminance and UV for chminance. The encoder output produces two files,
the first one is a compressed file for transmissidth extension xx.264 and the second one is for
reference purposes, in order to compute the lagagistics and is presented in YUV format. On ttieeo
hand, the decoder decodes the received informatioch is in xx.264 file format and processes the de
packetization and de-codification.

The encoder and decoder have configuration filed @@ed to be set up properly according to the
transmission scenario. The majority of this sumpligformation is constant along the time intervse t
transmission and reception take place. There isesdymamic setup information that will be adjusted
according to the network conditions in an automatamner, and according to the initial configuration

4. - WCDMA Link Layer Modél

The WCDMA down link reference model includes thensmitter (RNC, Node B), receiver (UE). The
corresponding physical layer is characterized waited interferences to the bit stream (Figure 8)it /s
known, one of the main functions of the physicgklais to make the signal robust against interfezen
through the implementation of diverse error coicectschemes at transmitter and receiver sides.
However, such functions are not implemented hexeabise the present interest refers only to the aumb
of erroneous bits not recovered at the physicarlajhus, the main RLC functions considered auter
plane alone are considered. These refer to theesggtion/reassembly, PDU frame length, and diverse
ARQ schemes.

In the simulations performed the PDU is typica®gmsented every 80 octets and transmitted at 64 Kbps
within a transmission time interval of 10 ms. Thegmentation generates a new PDU frame, which is
used to transport the data on the underlying phay$agyer. Two headers are added in this proces€HPD
and RLC) which are used to signal the boundariesvefy frame, indicate the frame type, and frame
sequence. This information is used to reassemblyrdmes at the receiver side. The RLC-PDU header i
composed of 4 bytes, within the first two bytesastained the sequence number (12 bits). The mext t
bytes contain the Length Indicators (of the lagebof each SDU contained in a PDU) plus framing
information. The PDCP header maintains the PDCP S&diience number for its delivery to lower and
upper layers (2 bytes).
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The physical layer is simulated by binary errotguais encountered at the transport channel in the
receiver side. These error-patterns are taken fi8h These are obtained from measurements at the
transport channel under different wireless envirents. Following are typical error pattern files
characteristics suitable for data streaming trassiom and used in this simulation (Table 1). Sirhoihes
performed with each BER scenario are repeatedmé@sti In each simulation run error patterns of the
same BER were added, but with different randomtistarpositions. Then the results are averaged
between 10 measurements obtaining more confidenttse The diverse bit error patterns basically add
errors to the received data at the link layer ishiicing the respective error rates.

N File name Bit rate Length BER RLC PDU size  Mobi==&d
1 18681.3 64 kbps 60s | 9.310° 640 bits 3 km/h
2 18681.4 64 kbps 60s | 2.9«10° 640 bits 3 km/h
3| Wcdma_64kb_3kph 64 kbps 180s | 510 640 bits 3 km/h

Table 1: Bit Error Patterns (File length: 1480 Kbytes)
Software M odel

The link layer model is simulated according to 3@&PP recommendation [10] [11], and it is basedhen t
common test conditions for RTP/IP over 3GPP/3GR#@rence software model provided in [13]. This
software has been adapted to transport the H.26@/Adckets according to diverse transmission
characteristics. The link layer model is presemdgigure 5.
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Figure5: Link-Layer Software Model

This software is composed of three main functioms$ taree external input data. The packet-data agent
performs the RTP/UDP routines, specifically the FDiGnctions. The link-layer agent performs the main
RLC functions, and the physical layer agent addsettnor-patterns to the bit stream. The model dscep
IP packets and produces at its output video pa@detwell. The main setting of each function of the
model is provided by an external file. The datavitbart of the model at the transmission side is
presented in Figure 6 and at the reception sidéigare 7. To account for the transmission delag, th
simulator has an incorporated time clock, whickrigggered whenever an RLC frame is transmitted and
accumulates the transmission and retransmissian dineach RLC frame according to the ARQ scheme



and errors reported to the link layer. Figure Gpres the link layer algorithm flowchart correspogdo

the transmitter side up to when the packet is dedig to the physical layer. In case of buffer deerfa
signal is generated. The packetization and trarssoms characteristics are as follows: Overhead
compressed RTP/UDP header (3 bytes), PDCP packeehé¢l byte), PDCP length (1 byte), and RLC
PDU frame header (4 bytes). The RTP/UDP packetsl@eof each input packet is chopped in the RLC-
SDU layer to 3 bytes (no robust header compressiparformed).

The link layer function at the receiver side parierframe sequence reordering, unacknowledged (UM),
acknowledged (AM), and transparent error correctioodes. The error patterns introduced define a
specific BER for different transmission scenariosatmobile user. It is assumed in this model that t
link used in the control plane for ACK and NACK s#ing is free of errors.
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Figure 6: Transmission Flowchart

Hence, the RTP/UDP packets are the input to the WIE&Dystem. Those packets are encapsulated
previously according to the application layer poatio Then, each RTP/UDP packet is encapsulated into
one PDCP packet that becomes a radio link conemvlice data unit (RLC-SDU). The PDCP layer may
perform header compression in order to reduce Weehead transmitted on the air interface. An RLC-
PDU is of fixed length for each simulation and etetmined when the bearer is setup (for example 80
octets). Since the packets arriving into the WCDW¥Bsmitter are of varying length, and generallysth
packets are greater in length than the requireddraize to be transmitted over the physical layery
should be segmented to the required frame sized&beription of this segmentation process is devial

and is presented graphically in Figure 8.



The segmentation is performed if the IP packetisizgeater that the RLC-PDU frame size. The 8tep

is to compress the IP header to increase the pdiyéda, in this simulation the header is set tgt@$ To

the already chopped header and its payload is aalgetket data control protocol (PDCP) header, this
new formed frame is called Signal Data Unit (SDThis SDU packet has the same variability of the IP
packet. Thus, according to the PDU size previogslyup, the SDU frame is segmented accordingly,
forming two or more PDUs. When the segmented SDRithé& does not fill an integer number of PDU,
padding bits are introduced, increasing the linletaoverhead and decreasing the payload rate. fbnere
for a good throughput, the PDU length and the SEdthe might be continuously packetized in order to
avoid padding bits.

The RLC-PDU frame is mapped to the physical layérere it is added a CRC trailer for error detection
The radio link control can perform re-transmissibane PDU frame is corrupted otherwise the frame i
discarded along with its corresponding SDU. Thare three modes of retransmission: persistent,
acknowledged, and un-acknowledged. In the persisteimeme retransmissions take place up until no
errors are detected and all erroneous frames remdv@he number of retransmissions is limited
according to the transmitted video application, sthn the acknowledged mode the number of
retransmissions need to be set up properly. Atrd¢ceiver side, in Figure 7, the reassembly progess
performed, requiring an in-order delivery of the WPBrames. This process introduces delay and jitter
proportional to the number of retransmissions used.
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5. - Performance Evaluation and Results

® © © 6

The ‘foreman’ uncompressed video sequence is useapat file to the H.264 encoder, and the number
of uncompressed video frames to be encoded afichitee rate are set in a configuration file. Tharfea
width and height of the source are set for mobéeicks (176x144 pixels). The extended profile isdus
and the encoder output is also set for RTP padladtgery. The period of | frames is selected tdlBeit
means that the encoder will output one | frame &P and 10B frames. In addition, only one | frame
has been considered for encoder evaluation purpdsésinformation is previously set up in the Hi26
and WCDMA model configuration files.

45.00
40.00

0.00

PSNR Encoder VS Decoder (ACK mode, Persistent)

o 25.00 A
b
o 20.00 A
15.00 A
10.00 |
5.00 1

35.00
30.00 -

——Encoder
—— Mobile

0 20 40 60 80

Frames

100

PSNR Encoder VS Decoder (ACK mode, Retrans=2, Packet loss=3)

45.00

3000
25.00 1

o
= 2000 1

a
15,00
10,00 1
5.00 1
0.00

40.00 M
35.00 1 M

——Encoder
—— Mobile

20 40 60

80

Frames

Figure 9: Acknowledgement Mode (persistent)

Figure 10: ACK. Mode (two retransmissions)

As can be seen in figure 9, there is an acceptigeadation of the PSNR at the receiver side, wisich
originated by the error pattern introduced at thgsjcal layer but without packet losses due toipemst
retransmission. The total amount of packets trattethand received is 81 but at the cost of somaydel
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Even though the BER3(9x 10°) introduced is higher, the ARQ capabilities alleavrecover the lost

packets. Figure 10 presents a packet loss r&€e7o010%. The number of packets lost in this case is 3,
obtained by retransmitting the erroneous framesewiT his scheme presents a high packet loss eatib,
the video presentation is degraded completely fribame 65 to 76. It requires an ARQ=3, 4
implementation to recover the lost frames.

PSNR Encoder VS Decoder (UM, Retrans=0, PLR=2.5e-2, BER=3.9¢-4) PSNR Encoder VS Decoder (ACK mode, Retrans=1, Bit rate=128Kbps,
Frame size=320 bits)
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Figure 11 shows the quality results for the unaekadged mode (UM) case. In this case there is no
retransmission of corrupted frames. It shows thatrtumber of erroneous frames is higher after gacke
number 62, thus the video decoder is blocked. Eigir was obtained by varying the bit rate and the

frame length. The error patterb.0x 10”) starting position was set to byte 1143200. Tlselteobtained
is similar to Figure 10 that was set with wors@sraission conditions but with ARQ=2. The reductifn
the frame size helps to recover more easily errané@ames avoiding the loss of packet-data.

Figure 13 presents the variability of the PLR witles BER is increased on the physical layer and when
ACK mode is implemented at the link layer. It pmsethe simulation results for three ARQ

11



configurations. With ARQ=1 the packet loss is higlad it is not suitable for video streaming
transmission, but with ARQ=4 an acceptable PLR (i&&pbtained with a BER &3x10°. With a BER

of 10 or 10°and with at least 3 retransmissions most of therinétion packets are recovered. The
effect of implementing ARQ versus delay at the liser is displayed in Figure 14. It is observeat tine
end-to-end delay is increased proportionally toribenber of retransmissions. When the physical layer
introduces high BER, the RLC requires more retrassions to maintain a desirable PLR. This variation
for three cases is also displayed in the previdois |p can be seen that an application servicesgatify

a BER of5x10™*which may require at most one retransmission.
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Figure15: PSNR Vs PLR

Figure 15 shows that the received video qualityresged in PSNR (dB) is directly affected by the
packets loss ratio. When the number of retransomssis increased the overall PSNR is consequently
increased, reducing the packet loss ratio but perses of higher delay. These results were evaluate

under a high bit error rate 2f910°. The implementation of ARQ=3 allows to obtain aeptable
PSNR at a packet lost ratio of 1%.

Picture Quality Degradation

Sequence [a] is the picture sequence at the triesmide for a Foreman sequence - file input, Wih
fps and QCIF of 144X176 resolutions. Sequence lthe picture sequence at the mobile receiver (no
error concealment is implemented).

The following sequences of pictures are an examptbe video quality degradation. The physical faye

adds a BER3.9x10°with 64 Kbps transmission rate for an ARQ=2. Weenbs that because frame
number 62 is lost (I-frame, Figure 9) the followipictures will be distorted. Since ARQ=2 is not
sufficient to recover the erroneous packet necggsardecoding, the decoder is blocked and no dutpu
produced for pictures 76-80. We observe that iR level starting at picture sequence number 67 is
poor quality and considered inadequate for vidgoagentation.

[a] Frame 0 Frame 5 Frame 65

r#‘) - foreman

(PSNR=37dB)
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[b] Frame 0 Frame 5 Frame 65

| =3 h.-el X = L ;7:_' !\:ﬂ
(PSNR=25dB)

Frame 67 Frame 71 Frame 76

=5 : 5 "'-,P. -
. s

(PSNR=17dB)
6. Conclusions

The transmission of packets over the wireless aflaneeds stringent requirements to comply with
minimum QoS specifications. The QoS is in diredatien with the channel bit error rate. Hence, the
error-correction schemes are necessary to achieseminimum required QoS. When the data is
compressed video packets, it turns out to be nritieat because the loss of one packet may reptésen
loss of one picture. In such case it is necessaimplement error control techniques at the physliri,
and application layers.

The specifications of the WCDMA system make sudathlis system for packet video transmission. It
provides by its wide-band transmission and CDMA aiation at the physical layer robustness against
interferences and even security. At the link laylee, implementation of ARQ (AM) is another techrequ
of error control, and can be set-up according &tthnsmission scenario. Implementing the RLC-ACK
scheme at the link layer makes possible the trassam of packet-switched video, inclusive at

corresponding BERs @0, 10 with an acceptable video quality presentatiorhatend-user. This is
possible because streaming applications allow ereitl delay (< 2 seconds) for retransmissions,
buffering, and processing. Therefore, simulatiosults show that the RLC-ACK mode can be flexibly
configured to trade off the required reliabilitydamaximum delay allowed in the RLC layer.
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