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Abstract– As part of the technical studies in energy demand 

required by regulatory entities in Peru, this paper proposes the use 

of XGBoost Linear and Decision Trees models based on 

econometric long and short term variables to forecast the energy 

demand. Considering that data of energy demand per year is only 

available since 1980, which means a small dataset, Leave-One-Out 

Cross-Validation method was used in order to measure the 

performance of the models with unseen data. After the training 

stage, in terms of econometric variables, models based on long term 

variables show to be more robust than models with the short term 

ones. In addition, Decision Trees shows a better performance than 

Linear Models with a noticeable difference in the coefficient of 

determination for both training and test datasets.    

Keywords-- Energy Demand Forecast, Machine Learning, 
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I. INTRODUCTION

Currently, due to the limitation in energy storage 

technologies, companies in the electrical sector needs to carry 

out forecast studies on energy demand in order to produce as 

much as is consumed to achieve a balance in the electrical 

grid. Moreover, these studies can bring an insight vision if the 

current grid needs technical improvements to reach the energy 

demand [1].  

According to OSINERGMIN, the regulatory entity of the 

electrical sector in Peru, companies in charge of the power 

distribution needs to make investment plans every 4 years 

forecasting the energy demand for the next 30 years in order to 

fulfill the electrical requirements in the future. In this context, 

for energy demand, it is common to use econometric models 

and time series to understand the behavior of the future 

demand taking into account econometric variables such as 

PBI, fares, number of clients and the past behavior of the 

demand. However, considering that these approaches require 

an extensive knowledge of economy and statistics, some of the 

state-of-the-art techniques to model the behavior of the energy 

demand include the use of machine learning algorithms [2].  

Many of the machine learning algorithms in this field are 

focus on the energy demand for buildings considering 

variables such as temperature, irradiation, wind speed and 

previous energy consumed data [3-5]. As a result of this, there 

is the well-known Demand Response Model which requires a 

bidirectional communication mechanism to have an online 

smart grid which uses not only machine learning techniques 

but other different algorithms to predict the energy demand in 

a short timeframe of seconds and provide it [2]. However, 

considering the lack of a bidirectional communication in a 

conventional electrical grid, up to date there are no model 

based on machine learning techniques focus on the prediction 

for long timeframes (months or years) and moreover based on 

econometric variables.  

In this context, this paper solves the necessity to analyze 

the introduction of machine learning techniques in the energy 

demand forecast of a conventional electrical grid in contrast 

with the complex models proposed by the regulatory entities. 

Thus, considering a supervised machine learning approach, 

this paper proposes the use of two types of XGBoost 

Regression models to make the energy demand prediction. 

The first model is an XGBoost Linear model which simulates 

the behavior of econometric models. The second model used 

is an XGBoost Decision Trees model which is an interpretable 

machine learning model that can bring us a feature importance 

analysis. Moreover, as the econometric models can be based 

on long and short term econometric variables, both models are 

trained with each set of variables to analyze and compare their 

robustness in terms of the econometric variables and the 

machine learning model. Finally, taking into account that the 

small datasets available in the OSINERGMIN database [6] 

can bias or variance our results (underfitting or overfitting), 

Leave-One-Out Cross-Validation method was used to measure 

the mean absolute error of each model with unseen data. 

The rest of the paper is organized as follows: Section 2 

describes Machine Learning Methods that are used in the 

paper. Then, Section 3 includes a brief explanation of 

econometrics variables used as well as the database. Section 4 

includes the evaluation scores used to measure the 

performance of the models. Finally, Section 5 and 6 describes 

the results obtained from all models and conclusions. 

II. MACHINE LEARNING METHODS

A. XGBoost Models

XGBoost (Extreme Gradient Boosting) is a scalable end-

to-end tree boosting system developed by Chen in 2016 [7]. 

This algorithm, either for regression or classification, is one of 

the most popular supervised learning methods among data 

scientist and also it is well known to achieve state-of-the-art 

results on many machine learning challenges [8].  
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The main idea of this ensemble method is to combine 

several weak learners into a strong learner training each 

learner with the residual error of previous learners. Thus, the 

strong learner can be expressed as the sum of all weak learners 

used in the model as shown in (1). 
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Where K is the number of weak learners, fK is the 

function of each one and ix are the input variables. At this 

point, XGBoost Decision Trees and Random Forest are the 

same model; however, the main difference between them 

comes from how they are trained. Thus, XGBoost Models are 

trained by a Gradient Tree Boosting algorithm in which the 

model is trained in an additive manner taking into account the 

previous model 
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adding the new model kf  that most improves our strong 

learner model. Please refer to [7] for detailed information 

about the Gradient Tree Boosting algorithm. 
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Where n is the number of training examples, ()l is the 

training loss term and () is the regularization term.  

B. Leave-One-Out Cross-Validation 

Leave-One-Out Cross-Validation (LOOCV)is a type of 

Cross-Validation method in which the number of folds is 

equal to the size of the dataset. This method allows us to use 

all training examples as validation points using, for one 

iteration, data point as the validation set and leaves all other 

points as the training set.  

The main reason to use a cross-validation method is to 

measure the presence of overfitting or underfitting in each 

model as well as their performance with unseen data. 

Meanwhile the main disadvantage of using LOOCV with big 

datasets is the computational cost, in the case of small datasets 

this method will help us to know if the model is overfitting or 

underfitting the training data. This last fact was the main 

reason to include this method in the study. 

III. METHODOLOGY 

As this paper was oriented to forecast the energy demand 

in the Peruvian Electrical Grid, a subset of data belonging to 

the South region of Lima was selected from the 

OSINERGMIN database. This dataset consists in 5 main 

econometric variables for Long Term models such as years, 

PBI, fares, number of clients and energy sales in GW.h as 

shown in Table 1. 

Meanwhile long term econometric models are based on 

(3), in the case of short term models it is necessary to find the 

variations of a long term variable with respect to its previous 

value as shown in (4). Thus, it is necessary to generate this 

data from the long term dataset selected. 
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Where tY is the energy sales, tx is the input variables 

(PBI, fares, clients),   is the first order differentiation 

operator, k* and j* are time delays for input and output 

variables respectively and finally  , 0a , kb and jc are 

constants. 
 

TABLE I. LONG TERM ECONOMETRIC DATASET. 
 

Years PBI Fares Clients Energy 

Sales 

1980 75114.3269 100 263320 619.4552 

1981 79600.4952 105.66038 271286 663.3718 

1982 78502.1468 118.8679 280470 699.0842 

1983 68119.9777 101.8868 295042 711.1492 

1984 69748.0665 124.5283 322249 739.1400 

1985 70906.1205 132.0755 331903 744.4486 

: 

: 

: 

: 

: 

: 

: 

: 

: 

: 

2013 200400.6910 64.8647 866901 2558.9500 

2014 207997.9440 67.15167 894830 2630.8489 

2015 214439.3380 72.5177 914531 2669.4559 

2016 220209.5370 76.2006 935177 2731.1979 

2017 224828.8320 75.2119 955359 2756.4910 

2018 235320.8442 78.4106 983281 2798.8447 
 

Then, considering that the number of examples in the long 

term dataset is 39, in the case of short term variable we 

worked with one-time delay to avoid overfitting in our models 

and the drastic reduction in the number of examples. Thus, 

Table 2 and Table 3 shows the short term dataset generated 

and the description of each variable respectively. Having 

defined the datasets that are used in this paper, it is important 

to consider that as econometric models are not using the time 

as a variable, this variable will be omitted for our models.   
 

TABLE II. SHORT TERM ECONOMETRIC DATASET. 
 

Years DPBI D1PBI … DEnergy 

1982 -1098.3484 4486.1683 … 35.7124 

1983 -10382.1691 -1098.3484 … 12.065 

1984 1628.0888 -10382.1691 … 27.9908 

1985 1158.0540 1628.0888 … 5.3086 

1986 10176.2344 1158.0540 … 49.2252 

1987 10126.6760 10176.2344 … 100.8634 

: 

: 

: 

: 

: 

: 

::: 

::: 

: 

: 

2013 10803.3700 10854.4450  109.6500 

2014 7597.2530 10803.3700  71.8989 

2015 6441.3940 7597.2530 … 38.6070 

2016 5770.1990 6441.3940 … 61.7421 

2017 4619.2950 5770.1990 … 25.2931 

2018 10492.0122 4619.2950 … 42.3537 
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TABLE III. SHORT TERM VARIABLES. 
 

Variable Description 

DPBI Variation of PBI 

D1PBI One-time delay Variation of PBI 

DFARES Variation of Fares 

D1FARES One-time delay Variation of Fares 

DCLIENT Variation of Clients 

D1CLIENT One-time delay Variation of Clients 

D1ENERGY One-time delay Variation of Energy Sales 

DENERGY Variation of Energy Sales 
 

Thus, once data was processed in Python, the function 

describe() from pandas’ library was used to verify if data 

needs to be normalized. In general, data normalization is used 

when input variables have a different range of values widely 

dispersed among themselves. By this normalization, it is 

possible to decrease the number of iterations that the learning 

algorithm needs to carry out and thus its convergence is faster 

than models without data normalization. This latter is due to 

the fact that if a variable has a standard deviation much higher 

than the others, this variable will have a greater predominance 

in the objective function and consequently the learning 

algorithm will make the model parameters oscillate 

inefficiently and the model will not be able to learn from the 

other variables as it should be expected [9]. In this context, 

Fig. 1 and 2 shows values as mean, standard deviation, 

minimum and maximum values of each variable for large and 

short term variables. 
 

 
Fig. 1. Description of Long Term Variables. 

 

 
Fig. 2. Description of Short Term Variables. 

 

It can be seen that variables, for both long and short term, 

have wide dispersed values of mean and standard deviation 

which means that they need a data normalization. From all 

data normalization methods available, we selected the data 

standardization which realize the normalization using the 

following equation: 
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Where x is the input variable, u its mean, s its standard 

deviation and z is the normalized variable. Applying (5) to all 

input variables, it can be seen from Fig. 3 and 4 that now all 

variables have a standard deviation value of 1 while their 

means are in closer values. With all variables normalized, the 

next step was to make the data split.  

In the context of this study, as long and short term dataset 

consists each one in 39 and 37 examples respectively, we 

made the partition using 20% of the dataset in the test set for 

each set of variables resulting in 31 and 29 training examples 

respectively. 
 

         
Fig. 3. Description of Normalized Long Term Variables. 

 

 
Fig. 4. Description of Normalized Short-Term Variables. 

 

Thus, to split the training and test datasets and the 

consequently implementation of XGBoost models, libraries 

Scikit-learn and XGBoost were used. As mentioned before, 

for each set of variables, XGBoost Linear model and XGBoost 

Decision Trees model were created as follows: 
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# Models for Long Term variables 

modelLT1 = XGBRegressor(random_state=0, booster='gblinear') 

modelLT2 = XGBRegressor(random_state=0, booster='gbtree') 
 

# Models for Short Term variables 

modelST1 = XGBRegressor(random_state=0, booster='gblinear') 

modelST2 = XGBRegressor(random_state=0, booster='gbtree') 
 

 

Finally, with models created and considering the number 

of training examples, we proceeded to perform the LOOCV 

method in order to know if these models can be used to predict 

the energy demand without overfitting the training set.  

IV. EVALUATION 

In order to measure the performance of each model, in the 

case of the cross-validation, the score function used was the 

Mean Absolute Error (MAE). MAE score is commonly used 

in cross-validation methods due to its simplicity to compare 

the performance of each model. Thus, the MAE score is 

defined formally as shown below: 
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Where n is the number of examples, iy is the target 

variable and iŷ is the predicted value of the target variable 

using the model. Once MAE score in LOOCV was evaluated 

and compared between each model, all models were trained 

and tested considering for this case the coefficient of 

determination R2 which is defined as follows: 
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Where y is the mean of the target variable. Thus, for this 

score the best possible punctuation is 1.0 and it can be 

negative (because the model can be arbitrarily worse) while 

for a model which always predicts the expected value of y 

disregarding the input features would get a score of 0.0 [10]. 

The main reason to use R2 score is because it is a common 

metric used when econometric models are fitted.  

V. RESULTS 

Results of MAE score obtained from LOOCV are shown 

below. As can be seen, Short Term Models (STM) have less 

MAE scores than Long Term Models (LTM); however, it is 

necessary to indicate that target variables for both group of 

models are in a different scale due to LTM has the energy 

sales as variable while STM has the variation of energy sales. 

For this reason, the comparison in LOOCV is made between 

machine learning models. In the case of LTM, XGBoost 

Decision Trees appears to be the best one over the XGBoost 

Linear while in the case of STM both models have almost the 

same MAE score. 

After this first stage, having an insight vision of the 

performance of all models with LOOCV results, our models 

were trained and then their R2 scores were found for both 

training and test sets. 
 

#LOOCV results for Long Term Models 

>>> Average MAE score Linear: 228.5189 

>>> Average MAE score Tree: 67.3560 

 

#LOOCV results for Short Term Models 

>>> Average MAE score Linear: 20.8648 

>>> Average MAE score Tree: 23.2950 

 

In the case of XGBoost Linear models, by comparing its 

parameters with the description of target variables, it can be 

seen that both intercepts are almost equal to the mean of the 

target variables. For this reason, it can be concluded that both 

linear models manage to capture the behavior of target 

variables. 
 

# Long Term XGB Linear model parameters 

modelLT1.coef_, modelLT1.intercept_ 

>>> (array([227.351, -41.0236, 233.643]), array([1471.69])) 

yLT.mean() 

>>> 1503.1095 

 

# Short Term XGB Linear model parameters 

modelST1.coef_, modelST1.intercept_ 

>>> (array([10.2884, 9.92311, -3.2221, -1.70612, -1.53666,          
-2.62816, 7.04359]), array([53.0116])) 

yST.mean() 

>>> 57.7155 

 
 

Finally, comparing the R2 score of the training sets, it can 

be seen that LTM has been fitted better than the STM. 

Meanwhile in the case of the test datasets, it can be seen that 

the STM is the worst model.  
 

# R2 scores for Training Set 

>>> LTM R2 score Linear: 0.8749 

>>> STM R2 score Linear: 0.6927  

 

# R2 scores for Test Set 

>>> LTM R2 score Linear: 0.83017 

>>> STM R2 score Linear: -0.0105 
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For this case, we handle the problem by trying a different 

set of delays. The best results were obtained with the set of 

variables shown in Table 4 and 5. It is necessary to mention 

that for this new dataset the number of examples was reduced 

to 34. Thus, for this case we made the partition of the dataset 

considering 10% for the test set in order to have 30 training 

examples. 

    
TABLE IV. SHORT TERM ECONOMETRIC DATASET. 

 

Years DPBI D4PBI … DEnergy 

1985 1158.0540 4486.1683 … 5.3086 

1986 10176.2344 -1098.3484 … 49.2252 

1987 10126.6760 -10382.1691 … 100.8634 

1988 -10573.0188 1628.0888 … 69.2792 

1989 -15589.4258 1158.0540 … -7.0995 

1990 -2961.86224 10176.2344 … -27.1133 

: 

: 

: 

: 

: 

: 

::: 

::: 

: 

: 

2013 10803.3700 494.1570 … 109.6500 

2014 7597.2530 15713.7040 … 71.8989 

2015 6441.3940 14119.0340 … 38.6070 

2016 5770.1990 10854.4450 … 61.7421 

2017 4619.2950 10803.3700 … 25.2931 

2018 10492.0122 7597.2530 … 42.3537 
 

TABLE V. SHORT TERM VARIABLES. 
 

Variable Description 

DPBI Variation of PBI 

D4PBI Fourth-time delay Variation of PBI 

DFARES Variation of Fares 

D2FARES Second-time delay Variation of Fares 

DCLIENT Variation of Clients 

D1ENERGY One-time delay Variation of Energy Sales 

D4ENERGY Fourth-time delay Variation of Energy Sales 

DENERGY Variation of Energy Sales 
 

With this new set of variables, the results below show the 

better performance of the STM in comparison with the first set 

of variables; however, the LTM remains to have the best 

performance. 
  

# R2 scores for Training Set 

>>> LTM R2 score Linear: 0.8749 

>>> STM R2 score Linear: 0.4074  

 

# R2 scores for Test Set 

>>> LTM R2 score Linear: 0.83017 
>>> STM R2 score Linear: 0.5787 

 
 

The same analysis was realized for both long and short 

term XGBoost Decision Trees models. However, while for 

linear models we can analyze their behavior by their equation 

parameters, for XGBoost Decision Trees models we have a 

number of trees equal to 100 and a maximum depth of 3 as 

shown in Fig. 5 and 6.  

Thus, as the number of trees per model is large, in order 

to obtained significant information from these latter models, 

the feature importance analysis was performed by counting the 

times a variable appears in a node of a Decision Tree. This 

latter was done using the plot_importance() function of 

XGBoost library. 
 

 
Fig. 5. Decision Tree #95 of LTM. 

 

 
Fig. 6. Decision Tree #45 of STM. 

 

In this context, Fig. 7 and 8 shows the feature importance 

for long and short term models respectively. It can be seen that 

in both cases the most important variables by far were the PBI 

and its variation followed by the number of clients and the 

variation of fares respectively.  

On the other hand, analyzing the R2 score of these 

models, results bellow shows that both models have been 

fitted better to the training set than the linear models. In 

addition, in the case of the test set, the LTM have the best 

performance with a difference of 0.24 in the R2 score. From 

these last results, it can be concluded that XGBoost Decision 

Trees models are better than XGBoost Linear models as it can 

forecast unseen data with a better accuracy. 
 

 
Fig. 7. Feature Importance plot of LTM. 
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Fig. 8. Feature Importance plot of STM. 

 

# R2 scores for Training Set 

>>> LTM R2 score Linear: 0.9999 

>>> STM R2 score Linear: 0.9998  

 

# R2 scores for Test Set 

>>> LTM R2 score Linear: 0.9774 

>>> STM R2 score Linear: 0.7380 

 

VI. CONCLUSIONS  

Considering that the purpose of this paper was to 

introduce the use of XGBoost models in the energy demand 

forecast, results have demonstrated that this type of machine 

learning algorithm is a powerful technique not only due to 

being one of the fastest algorithms available today but also 

due to its robustness to predict the energy demand with a high 

accuracy. As XGBoost DT model is a new alternative to 

perform the predictions, it is necessary to consider that the 

XGBoost Linear model can be considered in the energy 

demand prediction as a simple parametric model which is the 

main disadvantage of the XGBoost DT model. However, 

XGBoost DT model can be interpretable through a Feature 

Importance analysis which is an important tool that cannot be 

used with other black box machine learning models. 

In the case of the econometric variables, as this work 

considers the long and short term variables stablished by the 

regulatory entities, we concluded that the best set of variables 

was the long term variables due to its direct results and less 

complexity to calculate the energy demand for any year while 

in the case of the short term ones they require the calculation 

of previous years which makes this set of variables time 

dependent and the approximation error can be accumulated.  

On the other hand, as the size of the dataset was not very 

large, the running time for learning algorithms was not 

considerable and thus not presented. Finally, a 

recommendation for future works in this field could be the 

introduction of time series with the econometric long term 

variables in the machine learning models. 
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